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Abstract

A single principal interacts with several agents, offering them contracts. The crucial assumption of
this paper is that the outside-option payoffs of the agents dependpositivelyon howmany uncontracted
or “free” agents there are. We study how such a principal, unwelcome though he may be, approaches
the problem of contract provision to agents when coordination failure among the latter group is
explicitly ruled out. Two variants are considered. When the principal cannot re-approach agents,
there is a unique equilibrium, in which contract provision is split up into two phases. In phase 1,
simultaneousoffers at good (though varying) terms are made to a number of agents. In phase 2, offers
must be madesequentially, and their values are “discontinuously” lower: they are close to the very
lowest of all the outside options. When the principal can repeatedly approach the same agent, there
is a multiplicity of equilibria. In some of these, the agents have the power to force delay. They can
hold off the principal’s overtures temporarily, but theymustsuccumb in finite time. In both models,
despite being able to coordinate their actions, agents cannot resist an “invasion” by the principal and
hold to their best payoff. It is in this sense that “things [eventually] fall apart”.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction

A single principal interacts with several agents, offering them contracts. Our specification
of a contract is reduced-form in the extreme: it is the offer of apayoff cto the agent, with
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consequent payoff�(c) to the principal, where� is some decreasing function. The crucial
assumption of this paper is that the outside-option payoffs of the agents dependpositively
on howmany “free agents” there are (these are agents who are not under contract). In short,
the positive externalities imply that the agents are better off not having the principal around.
In this paper, we study how such a principal, unwelcome though he may be, approaches

the problem of contract provision to agents.At the outset, however, we rule out two possible
avenues along which the principal can make substantial inroads.
First, it is trivial to generate equilibria which rely on coordination failure among the

agents, and which yield large profit to the principal. For instance, consider the value of
the outside option when there is only a single free agent. This is the lowest possible value
of the outside option. It is possible for the principal to simultaneously offer contracts to
all the agents, yielding a payoff equal to the value of this option. If all agents believe that
other agents will accept this offer, it is obviously a best response to accept. But such dire
outcomes for the agents rely on an extreme form of coordination failure. They may happen,
but in part because of the specific examples we have in mind, and in part because there is
not much else to say about such equilibria, we are not interested in these situations. We
explicitly refine such equilibria away by assuming that agents are always able to coordinate
their actions.
Second, the principal may be able to offer “multilateral” contracts, the terms of which—

as far as an individual is concerned—explicitly rely on the number ofother individuals
accepting contracts. It is easy enough to show that such contracts can effectively create
prisoners’ dilemmas among the agents, sliding them into the acceptance of low-payoff
outcomes even in the absence of coordination failure. In keeping with a large literature on
this subject (see below), we rule out such contracts. For reasons of enforceability, law, or
custom, we assume that all contracts must be strictly bilateral.
The purpose of this paper is to show that even in the absence of these two avenues of

potential domination by the principal, agents must “eventually” succumb to the contracts
offered by the principalandat inferior terms, no matter which equilibrium we study (there
may be more than one) and despite the existence of perfect coordination among the agents.
What is of particular interest is the form this eventual takeover assumes. To describe it, we
study two models.
In the first model, the principal can make contractual offers to agents, but cannot return

to an agent who has refused him to make further offers. In the second model, the principal
can return to an agent as often as he wishes. In both variants, time plays an explicit role;
indeed, the dynamic nature of contractual offers is crucial to the results we obtain.
In the first specification, we show that there is a unique perfect equilibrium satisfying the

agent-coordination criterion. In this equilibrium, the principal will generally split contract
provision up into two phases. In phase 1, which we call thetemptation phase, he makes
simultaneous offersto a number of agents. [The offers are not the same, though.] In phase 2,
which we call theexploitation phase, offers must be madesequentially, and their values are
“discontinuously” lower: in fact, their values are close to the very lowest of all the outside
options.1

1The degree of this closeness depends on the discount factor.
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Thus—in model 1—a community of agents is invaded in two phases: some agents are
bought, the rest are “exploited”, in the sense that at the time of their contract, their out-
side option is strictly higher than what they receive. Yet they cannot turn down the of-
fer, because it is known by this stage that other agents must succumb to the sequential
onslaught.
In the second model, there is a multiplicity of equilibria. In some of these equilibria all

agents succumb to the principal right away. There are other equilibria in which the agents
have the power to force delay. They can hold off the principal’s overtures. But we show
that they cannot hold the principal off forever; in every perfect equilibrium, agentsmust
succumb in finite time. Indeed, even though the maximal delay becomes arbitrarily long as
the discount factor approaches unity, the (discount-normalized) payoff of the agents must
stay belowand bounded away fromthe fully free reservation payoff.
It is in this sense that “things fall apart”.
Multilateral externalities are, of course, widespread in practice and have received much

attention in economics. The approach we take, in which the principal makes take-it-or-
leave-it offers to the agents, has much in common with Hart and Tirole[10], McAfee and
Schwartz [17], Laffont et al. [15], Segal [22,23] and Moller [18]. The last two authors
specifically address single-principal-many-agent problems with multilateral externalities.
But the closest connection is to Segal andWhinston [24], published as an extended comment
on Rasmusen et al. [20]. They consider a market in which an incumbent monopolist can
offer exclusive contracts to some customers in order to discourage a potential competitor to
enter. The “capture” of a certain number of agents prevents the rival from entering: the fixed
costs are simply too high to deal with the few free agents that are left. In this scenario, the
outside option of the agents takes asinglestep downwards after a certain “capture threshold”
is passed. Our first model may be seen as a substantial extension and generalization of the
Segal–Whinston paper. To begin with, we permit reservation utilities to “smoothly” decline
as more and more agents come under the fold of the principal. Despite this “smoothness”,
the solution exhibits a “discontinuity” in the way that agents are treated—see the discussion
of model 1 above. This does not contradict Segal and Whinston [24], of course, but there
the “discontinuity” is already built in because of the special structure of their model: there
is only one possible rival, and her exclusion brings about a jump in the outside options of
the agents.
Next, our model instead has a completely open horizon, in which the game can—in

principle—last forever, while payoffs are received in real time. Moreover, the timing isen-
dogenous: agents can be approached simultaneously or sequentially, or in any combination
of the two.2 And as we see, the results display a mixed timing structure; endogenously so.
Some agentsareapproached simultaneously; others sequentially.We consider this dynamic
(and the description of how it matters) to be a central methodological contribution of this
paper.
An amplified precursor to [24] is Segal and Whinston’s working paper, [25]. There,

they also study a parallel to our model 2, in which agents can be re-approached by the
principal. They continue to assume that there are only a fixed number of stages. In this
case our extended and more general scenario does not support the findings of their

2 Segal andWhinston assume that agents must be approached one by one.



4 G. Genicot, D. Ray / Journal of Economic Theory( ) –

ARTICLE IN PRESS

particular model. With a fully dynamic, open-ended structure in which the principal can-
not commit to never approach an agent to whom an offer has already been made, agents
acquire considerably greater power, for now they can “punish” the principal along cer-
tain subgames. In contrast, a model with a fixed number of stages removes these agent
capabilities by assumption, and indeed, as Segal and Whinston observe, makes exploita-
tion easier. In our setting, the opposite is true. Yet we show that it cannot vanish entirely.
Indeed, we show that the principal must finally “tie up” each agentin every equilibrium,
though theremay be delays that vary depending on the particular equilibriumor the discount
factor.
It shouldalsobenoted that apart from thedifferences ingenerality andourmethodological

focus on endogenous timing, as well as the possible differences in the results (in model 2),
the framework here is capable of application to a number of scenarios, and not just the
industrial organization setting. To emphasize this point we provide several examples in
Section2, some of which originally motivated our research.
The rest of the paper is organized as follows: Section 3 introduces the dynamic model.

Sections 4 and 5, analyze the equilibria of the two variants introduced above. Section 6
concludes. All proofs are relegated to Section 7.

2. Examples

There are, of course, several examples that fit into the general category of interest in this
paper. We omit the obvious applications to network externalities in industrial organization
and mention other examples.

2.1. Bonded labor

This example is in the spirit of Genicot [7]. A community of peasants supply labor
inelastically over slack and peak seasons.Wages are low in the slack season and high in the
peak season, and peasants seek to smooth consumption. There are two sources of credit:
a risk-neutral landlord-moneylender, and a competitive fringe of moneylenders who lend
on a short-term basis. The latter have heterogeneous overhead costs, so that the extent of
fringe entry in any period is determined by the potential mass of “free borrowers” in that
period.
At each date, the landlord can either offer simple labor contracts to the peasants, leaving

them free to borrow from her or someone else later, or offer them “bonded labor” contracts,
which are exclusive and combine labor, wage and credit specifications.
The more peasants sign a bonded contract the fewer the alternative credit sources that

will be active. This lowers the outside options (and therefore the reservation payoffs) of a
free borrower.
As a variation on this example, consider a single-period version with stochastic shocks

to individual wages or employment status, workers could form an mutual “insurance fund”
to protect one another. However, the greater the number of workers who enter into fixed-
wage contracts with the landlord, the thinner the supply of “free” workers and therefore the
insurance fund. Once again, reservation payoffs exhibit positive externalities.
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2.2. Working hours

Consider a region with a number of residents, each endowed with time that is divided
between work and leisure. Assume that the leisure activities of different residents are com-
plements. There are several reasons why one might expect this. Not only do many people
prefer spending their time off with their family and friends, but in addition, the availability
of leisure activities (goods and services that are leisure-oriented) generally depends on the
size of the market for it. [Consider, for instance, the decidedly poor (or perhaps one should
say,evenpoorer) quality of TV programs during weekdays, or the smaller number of plays
or concerts during the work week. See Makowski[16] for a model of the economy with
an endogenous commodity space.] In brief, it is reasonable to suppose a reduced-form in
which leisure time is less pleasurable when everybody else is working.
Now suppose that workers can either work full-time for a monopsonistic employer (and

enjoy little or no leisure), or work part-time and enjoy substantial leisure. If a worker
acceptsa full-timeoffer, he inflictsanexternality onhis fellow-residents: the leisure-oriented
community shrinks. As in the previous example, the worker’s outside option is better when
there are more “free workers” around.

2.3. Bribing a committee

Consider a group ofnagents, a committee or a group of voters, that has to ratify or reject
a proposed law by majority voting. These voters are potentially under the influence of a
lobbyist (see [4]). Assume that the agents experience an i.i.d. random loss if the legislation
were to pass. If the expected loss is negative the legislation is likely to fail. Now imagine
that, before voting takes place, a lobbyist attempts to bribe the committee members to get
the project to pass. It is easy to see that the reservation payoff to an agent declines in the
number of individuals who have effectively been bribed.
Two eighteenth century examples illustrate well this situation. Balen [1] recounts how

the House of Commons and the Lords was initially clearly opposed to a bill allowing the
South Sea Company to exchange the public’s shares in the English public debt into its own
shares. By bribing enough members, the South Sea Company got both Houses to pass the
bill in 1720. In another example,Alexander Spotswood—lieutenant governor of Virginia in
1713—wanted to pass a highly unpopular bill establishing a statemonopoly on the shipment
of the state’s tobacco. Out of the 47-member House of Burgesses, 25 of them and the close
relatives of 4 others received coveted positions as inspector for the shipment of tobacco.
Bribed burgesses passed the Spotswood’s bill (see [19]).

2.4. Housing zones

Consider a situation in which a real-estate developer plans to buy a green area to build
houses. This green space is collectively owned by several individuals. The developer plans
to convert each plot into an overcrowded housing complex, an outcome that none of the
individuals prefers. Therefore, the larger the number of plots acquired by the developer, the
lower is the reservation value of those individuals who still own their plots.
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2.5. Takeovers

A raider attempts to take over a company. Grossman and Hart[9] suggest that, after a
takeover, a dilution of post-takeover value of each non-tendered share would occur. Exam-
ples of such dilution consist in large salary or option agreements by the raider, or sale of the
target’s assets or output to another company owned by the bidder. Such dilution may reduce
the value of non-tendered shares to below its original value in the absence of takeover. The
reservation utilities of the agents correspond to the original value of the shares as long less
than 50% of the shares have been tendered to the raider. As soon as the raider has 50% of
the shares, and thereby takes over the firm, the values of the non-tendered shares drops to
its diluted level.

3. Contracts with externalities

A principal makes binding, bilateral, contractual offers to some or all ofn agents. We
look at reduced-form versions of contracts: an offer of apayoff cis made to an agent, and
this payoff is received every period for life. The payoff to the principal from a contractc is
�(c), where� is a continuous, decreasing function. A contract vector, or simply anoffer, is
just a list of agent payoffsc listed in non-decreasing order:ck �ck+1. As for which agents
are actually receiving the contracts, the context should make this amply clear.
At any date, an agent is either “contracted” (by the principal) or “free”. In the latter

case, she has either turned down all offers from the principal, or has never received one. A
“free agent” receives a one-period payoffrk, wherek is the number of free agents (counting
herself) at that date.Therk ’s areparametersof themodel, representing (one-shot) reservation
payoffs when there arek free agents. Our basic assumption, maintained throughout the
paper, is
[A.1] Positive spillovers.rk < rk+1 for all k = 1, . . . , n − 1.
At any datet �1, ahistory—call it ht—is a complete list of all that has transpired up

to datet − 1: agents approached, offers made, acceptances etc. [Use the convention that
h(0) is some arbitrary singleton.] LetN(ht ) be the set ofavailable agentsgiven history
ht . These are free agents who are available to receive an offer; more on this specification
below.
The game proceeds as follows.At each datet and for each historyht , the principal selects

a subsetSt ⊆ N(ht ) of available agents and announces a personalized or anonymous offer
(vector)c to them. [Note: St may be empty, so that not making any offer is permitted.]
All agents inSt simultaneously and publicly accept or reject their component of the offer.
Then the history is appropriately updated and so is the set of available agents. The process
repeats itself at datet + 1, and is only declared to end when the set of available agents is
empty.
Lifetimepayoffs are receivedas the sumof discountedone-shot payoffs.Once contracted,

an agent with offerc simply receivesc every period for life, while a free agent obtains the
(possibly changing) reservation payoffs. The principal makes no money from free agents,
and�(c) every period from an agent contracted atc. We assume that the agents and the
principal discount the future using a common discount factor� ∈ (0,1). We normalize
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lifetime payoffs by multiplying by 1−�. By formally specifying strategies for the principal
and agents, we may define subgame-perfect equilibrium in the usual way.
Observe thatrn may be viewed as the “fully free” payoff, obtained when no contracts

have been signed. On the other hand,r1 may be viewed as the “fully bonded” payoff: it is
the outside option available to a free agent when there are no other free agents around.
Now, it is always possible for the principal to implement the fully bonded contract if we

allow for coordination failure across agents: all she does is make the offer(r1, r1, . . . , r1)

to all the agents at date 0. It is an equilibrium to accept. Of course, it is an equilibrium
which the agents could have coordinated their way out of: saying “no” is also sustainable
as a best response. In this paper, we not only allow for such coordination, we insist on it.
[In any case, if one wishes to seriously entertain coordination failure, its consequences are
obvious.] Especially given the small or rural communities we have in mind, we would like
to imagine communication as taking place easily among the agents. An agent who is about
to accept an offer has no incentive to state otherwise, while an agent who plans on rejecting
has all the interest in revealing his intention. Therefore, we impose throughout the following
assumption:
[A.2]Agent coordination.Restrict attention toperfect equilibriawith the followingproperty:
there is no date and no subset of agentswho have received offers at that date, who can change
their responses andall be strictly better off, with the additional property that the changed
responses arealso individual best responses, given the equilibrium continuation from that
point on.3

Just in case it is not obvious, we stress that [A.2] only permits agents to coordinate
their moves at particular stages. In particular, [A.2] in no way selects—among possibly
many equilibria—the equilibrium preferred by the agents. We also note that coordination
necessitates that the “coordinated responses” must be individually incentive-compatible;
in particular, we assume that agents do not have a commitment device that allows them to
make binding transfers to one another conditional on taking certain actions.4

It should be noted that agent coordination carries little bite if the principal is permitted
to offer contracts that are contingent on thesimultaneousacceptance–rejection decisions of
other players. If such contracts are permitted, the principal can create “prisoners’dilemmas”
for the agents and get them all to accept the lowest possible pricer1. In line with most of
the literature, we rule out such contracts.
In what follows, we study two leading cases. In the first case, discussed in Section 4,

each agent can receive at most a single offer. Formally,N(ht+1) = N(ht )\St . In the second
leading case, studied in Section 5, all the free agents at any date are up for grabs:N(ht+1)

is justN(ht ) less the set of agents who accepted an offer in periodt.

3 In this specific model, agent coordination may be viewed as a coalition-proofness requirement applied to the
set of agents. Because of the specific structure, the nested deviations embodied in the definition of coalition-proof
equilibrium do not need to be invoked. Because a satisfactory definition of coalition-proofness does not exist for
infinite games, we do not feel it worthwhile to state this connection more formally.

4While such commitment power does not necessarily lead to efficiency—see, e.g., Ray and Vohra[21] and
Gomes and Jehiel[8], it can be shown that in this context efficiency would, indeed, prevail and the principal would
only be able to contract the agents at their fully free outside option.
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4. The single-offer model

In this section, it is assumed that the principal cannot make more than one offer to any
agent. It will be useful to begin with a simple example.

Example 1. Suppose, to start with, that there are just two agents. Let� = 0.9, r1 = 10
andr2 = 20, and suppose that�(r) = 25− r. We solve this game “backwards”. Suppose
that there is only one available agent. If the other agent is free (he must have rejected a
previous offer), then the principal will offer the available agent 20, and if the other agent is
contracted, then the available agent will receive 10.

Now study the game from its starting point. Definer̃2 ≡ (1− �)r2 + �r1 = 11, which is
the stationary payoff that’s equivalent to enjoyingr2 in one period andr1 ever after. Given
the calculations in the previous paragraph, it is easy to see that the principal will make an
offer of 11 to a single agent, which must be accepted. Tacking on the second stage from the
previous paragraph, the remaining agent will receive 10 in the second period. The overall
(discount-normalized) payoff to the principal is 27.5 (14+ 0.9× 15).
We can see that the principal cannot benefit from making simultaneous offers in the first

period, even though he would like to do so because he discounts future payoffs. By the
agent coordination criterion, the only payoff vector which he can implement is(20,10),
yielding him a (normalized) payoff of 20, lower than that from the staggered sequence in
the previous paragraph.
Now add a third agent. Letr1 andr2 be as before, and setr3 = 28. Once again, we solve

this problembackwards.Wealready knowwhatwill happen if oneof the agents is contracted
and the other two are available; this is just the case we studied above. If, on the other hand,
there are two agents available but the unavailable agent is free (he refused a previous
offer), this induces a two agent problem with reservation values(r ′

1, r
′
2) = (r2, r3) =

(20,28).
This subproblem is different from the one we studied before. If a single agent refuses

an offer, the principal will not make an offer to the one remaining agent, because the
agent’s reservation value stands at 28 and the principal’s contractual profits will be negative.
Knowing this, if anysingleagent receives an offer, hewill hold out for 28, and the remaining
agentwill bepaid20.Now theprincipalwill prefer tomakeasimultaneousofferwithpayoffs
(28,20), which is accepted in equilibrium.
It follows that the very first of our three agents can—through refusal—obtain a payoff of

r̃3 ≡ (1− �)r3 + �r1 = 11.8. By making fully sequential offers, the principal implements
the payoffs(11.8,11,10) for the three agents.Once again, the coordination criterion assures
us that he can do no better making a simultaneous offer.
Matters are different, however, if we change the value ofr3 to 31 and leave everything

else unchanged. Now revisit the subproblem in which there are two available agents, and
the third agent is free (but no longer available). It is now easy to see that the principal will
make no offers at all. For the induced two-agent problem has reservation values(r ′

1, r
′
2) =

(r2, r3) = (20,31), and there is no way the principal can turn a positive profit in this
subgame.The third agent is now pivotal. By refusing, he can ensure that the principal goes
no further.
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The only way for the principal to proceed in this case is tomake an initial offer ofr3 = 31
to a single agent, which will be accepted.With this agent contracted and out of the way, the
principal can now proceed to give the remaining agents 11 and 10 (sequentially). There is
no harm in making the offer of 11 up front as well but the offer of 10 must wait a further
period. This yields a payoff of−6+ 14+ � × 15= 21.5. Again, it can be checked, using
the coordination criterion, that no simultaneous offer will do better.

To summarize the discussion so far, we see that

(1) Either the third agent is “pivotal” in that his refusal sparks a market collapse, in which
case he obtains “discontinuously more” than the other two agents; or

(2) The third agent’s actions has no bearing on what happens next—future agents are al-
ways contracted—in which case he receives a low payoff.
The phrases “discontinuously more” and “low payoff” are best appreciated when the
discount factor is close to one. The “low payoff” is then essentiallyr1, while a “dis-
continuously higher” payoff entails receipt of somerk, for k > 1.
If the example so far has been absorbed, consider the addition of a fourth player. We
will study the pivotal three-player subcase: hence retain(r1, r2, r3) = (10,20,31).
Let us suppose thatr4 = 35. Consider again an offer to a single agent (call him the
fourth agent). If he refuses the offer, we induce the three-agent game with reservation
values(r ′

1, r
′
2, r

′
3) = (r2, r3, r4) = (20,31,35). This game is way too costly for the

principal, and no further offer will be made. The fourth player is therefore pivotal:
his refusal will shut the game down. On the other hand, his acquiescence induces the
three-agent game in which agent 3 is pivotal as well. It follows that both the third and
fourth players need to be bought out at the high reservation values. This can be done
sequentially but given discounting, the right way to do it is to make the discontinuously
highsimultaneousoffer (r3, r4) = (31,35) to any two of the players, and then follow
through with sequential contracting using the low offers(11,10). Once again, the se-
quential process can begin at date 0 as well. It is easy to check, using the coordination
criterion, that no other offer sequence is better, and once again we have solved for the
equilibrium.
The four-agent game yields a couple of fresh insights.If the third agent is pivotal con-
ditional on the fourth agent’s initial acquiescence, the fourth agent must be pivotal
as well. For the third player’s pivotality (conditional on the fourth agent’s prior ac-
quiescence) simply means that(r3, r2) is an unprofitable 2-agent environment for the
principal. Now if the fourth agent were to refuse an initial offer, this would induce the
three-agent environment(r4, r3, r2). If the principal cannot turn a profit in the environ-
ment(r3, r2), hecannotdo so under(r4, r3, r2), which is even worse from his point of
view. Therefore the fourth agent must be pivotal as well.
The example suggests, therefore, that

(3) Thepivotalityof aplayer inanenvironment inwhichall “previous”agentshaveaccepted
their offersimpliesthe pivotality of these “earlier” agents in an analogous environment.
But more is suggested. If all these pivotal players need to be bought at their reservation
values, there is no sense in postponing the inevitable (recall that the overall profit
of the principal is positive for there to be any play at all, and there is discounting).
Therefore,
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(4) Pivotal agents are all made simultaneous (but unequal) offers at the high reservation
values.
In contrast,

(5) The remaining non-pivotal players are offered low payoffs (approximatelyr1 when
� � 1) andmust be approached sequentiallyso as to avoid the use of the coordination
criterion.
[Remember, in reading this, that all players are identical, so that by “pivotal players”
we really mean pivotal playerindices.]
Finally, it is easy to see in this four-agent example the total surplus is lower when agents
enter into contracts with the principal, so that:

(6) The principal is able to sign up all agents even in situations where this is inefficient.

In what follows, we show that the insights of Example 1 can be formalized into a
general proposition. This is a characterization of unique equilibrium, which obtains
under the following convention: the principal will immediately make an offer and an
agent will immediately accept an offer if they are indifferent between doing so and not
doing so.

Proposition 1. There iŝ� ∈ (0,1) such that for every� ∈ (�̂,1), there exists an equilibrium
satisfying[A.2], which is unique up to a permutation of the agents. Either the principal
makes no offers at all, 5 or the following is true: there ism(�) ∈ {1, . . . , n} such that for
agent j withj �m(�), an offer of preciselyrj is made in the very first period, date0.All
these offers are accepted. Thereafter, agentj < m(�) is made an offerr ′

j ∈ [r1, r1(�)] at
datem(�) − j − 1,and these offers are accepted as well.
The indexm(�) is non-decreasing in�, andr1(�) → r1 as� → 1.

The proposition shows that there is a unique equilibrium path, which exhibits two distinct
phases. Because all agents are identical, the uniqueness assertion is obviously subject to
arbitrary renaming of the agents.
The first phase is thetemptation phase. Agents with indices abovem(�) are pivotal.

If they reject an offer, then in the resulting continuation subgame, the principal cannot
make offers that areboth acceptable and profitable. Hence, they receive relatively high
and differentiated offers. By the agent coordination criterion, to prevent a subset of size
s of pivotal agents from rejecting her offer, the principal needs to offer at leastrm(�)+s

to one of these agents. This reasoning applied to subsets of all sizes between 1 and
n − m(�) + 1 determines the vector of offers. They must be bought outright, because of
discounting.
In contrast, in the second phase, whichwemay call theexploitationphase, corresponds to

the sequential “acquisition” of the remainingm(�)−1 agents starting in period 0. They are
made “low” offers that converge tor1 as� goes to one (these are analogous to the payoffs of
10, 11, and 11.8 in Example 1). This proceduremustbe sequential even though the principal
is eager to complete the acquisitions (by discounting).Any form of simultaneity at this stage

5Equivalently, he makes offers that are unacceptable.
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would be blocked by the agent coordination criterion: the agents would benefit from a joint
refusal.6

A contract may be calledexploitativewhen a party uses its power to restrain the set of
alternatives available to another party, so as the latter has no better choice than to agree upon
a contract very advantageous to the first party (see Basu [3], Hirsheifer [11], Bardhan [2]
and Genicot [7]). Here, the reason the principal is willing to incur losses in the temptation
phase is because, by doing so, she lowers the reservation utility of the other agents and put
them in a situation in which their best option is to accept very low offers. This is the very
idea that characterizes the exploitation phase.
Note well the discontinuity between the two phases. Agentm(�) receivesrm(�). Agent

m(�) − 1 receives something close tor1.
This result is closely related to Rasmusen et al. [20] as corrected by Segal andWhinston

[24]. These two papers study amarket in which amonopolist incumbent can offer exclusive
contracts to customers in order to discourage potential entry. The reservation utility of the
agents is a step function that jumps from 0 to a higher value at the minimum market size
needed for the entrant to enter. So there is a specific number of agents that the monopolist
needs to sign up in the first period in order to discourage entry. Assuming fully sequential
offers, these papers unearth a similar pivotality idea: some agents receive the high value
while the others receive 0. Our results show that these type of discontinuity in the offers
received by the agents is actually a general feature ofall models with positive externalities
in the reservation utility, even if the reservation utility increases smoothly with the number
of agents. Moreover, by fully endogenizing the approach of the principal we show that her
best policy isnot fully sequential: some offers are made simultaneously while others are
made sequentially.
Someeasy generalizations of this result are available. For instance, we have assumed here

that the principal’s payoff function is linear in the number of agents who sign a contract.
However, Proposition 6would hold for any nonlinear payoff function as long as it is increas-
ing in the number of bonded agents. Likewise, it is easy enough to extend the proposition
to the case of heterogeneous agents. Heterogeneity would induce aspecific orderin which
the principal approaches the agents. Two important factors in predicting the identity of the
“early” agents would be the immediate profit an agent generates for the principal and the
size of the externality a contracted agent has on other agents’ reservation utilities. To our
mind, however, the homogeneous case, while formally more special, is more compelling,
as it illustrates how symmetrymustbe broken along the optimal path (for the principal).
[With heterogeneities to begin with, such symmetry-breaking would be masked.]
Finally, note that our assumed resolution of indifference doesmatter in ruling outmultiple

equilibria (with distinct payoffs).As an example, take a two-agent game in which�(r1) > 0
and�(r2) = 0. Assume that agent 2 gets the first offer and agent 1 the second. If agent 1
accepts offers when indifferent, agent 2 is non-pivotal and will therefore accept an offer in

6Note that either phase may be empty but that once non-empty, the exploitation phase remains non-empty for
all higher discount factors. Also note that the exploitation phase is also characterized by differentiated offers. For
instance, the first person in that phase receives strictly more thanr1 (though close to it, as noted), while the last
person receives preciselyr1. However, the differentiation of offers, while also an essential feature of this phase,
is not as striking or important as in the temptation phase.
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(r1, r1(�)). In contrast, if agent 1 rejects offers when indifferent, then 2 is pivotal and won’t
accept offers of less thanr2. This equilibrium exhibits a lower payoff for the principal.
In a three-agent game, then, we can support payoffs to agent 3 that are lower thanr3 but
larger thanr1(�) simply by having agent 1 threaten the principal by resolving indifference
in different ways, depending on history. This is a substantial departure, and would make a
complete characterization of the equilibria hopeless.

5. The model with multiple offers

While the results of the previous section are methodologically striking in that they illus-
trate the necessity of unequal treatment, we must qualify the model. The main assumption
made is that a principal can commitnot to return to an agent who has rejected an offer. In
many situations—and despite its obvious advantages to the principal—such a commitment
technology may be unavailable. It is therefore imperative to consider the case of no com-
mitment, in which the principal can make multiple offers to a single agent. Can agents now
“resist” the principal’s overtures?
It turns out that this model exhibits multiple equilibria. Nevertheless, we show that, under

assumption [A.3] below, agent payoffsmustbe damaged in the presence of the principal,
whether or not such an outcome is efficient for the economy as a whole. In some equilibria,
agents temporarily resist the principal’s offer and there are delays (which the agents like).
The delays even become unboundedly large as the discount factor goes to one. Nevertheless,
we show that the average payoff of agents must stay below and bounded away from their
free payoffrn, uniformly in the discount factor.
Consider the following scenario.At the start of anyperiod, theprincipalmakes contractual

offers to some or all of the free agents at that date. Agents who accept an offer become
“unfree” or “contracted” and must hold that contract for life.7 After these decisions are
made, payoffs are received for that period. Contracted agents receive their contract payoffs.
Each free agent receives an identical payoffrk, wherek is the number of free agents at the
end of the decision-making process. The very same agents constitute the starting set of free
agents in the next period, and the process repeats itself. No more offers are made once the
set of free agents is empty.
Throughout this section, the following assumption will be in force:

[A.3]
n∑

i=1
�(ri) > 0.

It will be clear from what follows that if this assumption was violated, no offer would be
made. Therefore, we focus on situation where [A.3] holds. To establish our main results, it
will be useful to study the worst and best equilibrium payoffs to the principal (in addition,
these observations may be of some intrinsic interest). First, some definitions. Suppose that
at any date a set ofm free agents are arrayed as{1, . . . , m}. We shall refer to these indices
as thenamesof agents. Next, look at the special packager made to allm free agents,

7 Later, we comment on contracts which can be ended after some finite duration. As far as our results are
concerned, not much of substance changes.
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wherer = (r1, . . . , rm). We shall call this thestandard offer(tom free agents), where it is
understood that the agent with namei receives the offerri .
Next, define for anym, r̂m ≡ (1 − �)rm + �r1. As interpretation, this would be the

(normalized) lifetime payoff to a free agent when he spends one period of “freedom” with
m−1 other free agents, and is then theonlyfree agent for ever after. Now look at the special
packagêr made to allm free agents, wherêr = (r̂1, . . . , r̂m). We shall call this thelow
offer (tom free agents). Once again, it is understood that the agent with namei receives the
offer r̂i .
The following proposition pins down worst and best (discount-normalized) equilibrium

payoffs to the principal.

Proposition 2. The principal’s worst equilibrium payoff is precisely his payoff from the
standard offer made to—and accepted by—all n agents:

P(n) =
n∑

i=1

�(ri), (1)

while his best equilibrium payoff arises from the low offer made to—and accepted by—all
n agents:

P(n) =
n∑

i=1

�(r̂i ). (2)

As discussed in the introduction, these results are in sharp contrast with models in which
a sequential approach is exogenously assumed and where being able to re-approach the
agents only helps the principal (see Segal andWhinston[25]).
The standard offer is similar to the divide-and-conquer offer that appears in the static

context (see for instance [12,23,24,26]). Indeed, it is easy enough to see that the principal
can guarantee at least

∑n
i=1 �(ri) in any equilibrium. [Simplymake the standard offer to all

agents plus a bit more, and they will all accept.] The difficulty is to show that the standard
offer is actually an equilibrium outcome in a dynamic model. It is conceivable that the prin-
cipal might be able to deviate from the standard offer (or its payoff-equivalent contractual
offer) in ways that are beneficial to himself. This possibility pushes the equilibrium con-
struction in a complicated direction. Various phases need to be constructed to support the
original equilibrium payoff, and at each date several incentive constraints must be checked.
Section 7 contains the details, which are not trivial.
The standard-offer equilibrium can be used to shore up other equilibria. In particular, we

can use it to calculate thebestequilibrium payoff to the principal. First, make the low offer
r̂ to all free agents (under some naming). If any subgroup ofmagents rejects its component
of this offer, rename the deviators so that the rejector with the “highest” name is now given
the “lowest” name. Now start up the standard-offer equilibrium with this set of free agents.
This ensures that the highest-named deviator (agentm) earns no more than

(1− �)rm + �r1

from her deviation. But she was offeredr̂m = (1 − �)rm + �r1 to start with, anyway.
She therefore has no incentive to go along with this group deviation. We therefore have an
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equilibrium, which we shall refer to as thelow-offer equilibrium. Notice that it satisfies the
agent-coordination criterion.8

Indeed, it is precisely because of [A.2] that even better payoffs are unavailable to the
principal, and whyP as described in (2) is truly the best equilibrium payoff. To see this, it
suffices to recall thatr1 is the worst possible continuation utility an agent can ever receive.
Hence, to sign on any agent whenn agents are free, the principal has to makeat least one
offer that is better than̂rn for the agent. Otherwise, the agents would profitably coordinate
their way out of such an offer. Given this fact, the principalmustmake an offer of̂rn−1
or better to sign up another agent, whether in the current period or later. By repeating
the argument for all remaining agents, we may conclude that the principal can earn no
more than a payoff ofP(n) = ∑n

i=1 �(r̂i ), and this completes our intuitive discussion of
Proposition 2.
We turnnow to themain topic of interest: theextent towhich theagents canhold on to their

“best payoff” ofrn against an “invasion” by the principal. To be sure,someagent might get
rn (see, for instance, the standard-offer equilibrium). But we are interested in average agent
payoffs, not the best payoff to some agent. To this question one might attempt to invoke the
standard-offer equilibrium to provide a quick answer. Surely, if this is the worst equilibrium
for the principal, it yields the best average payoff for the agents, which is still lower than
rn. However, the answer is not that simple, because the standard-offer equilibrium for the
principal maynot correspond to the one with the best average payoffs for the agents (see
Example 2 below).
Indeed, equilibria with some initial delay are generally a good thing for the agents: each

agent obtains the full payoffrn for each period in which no offers are made or accepted. So
one measure of “agent resistance” is the length of amaximal delayequilibrium: the amount
of time for which no offers aremade (or accepted, if one ismade). Proposition 3 below gives
us a bound as an easy consequence of our worst and best equilibrium characterizations.9

Proposition 3. An equilibrium with initial delay T exists if and only if

T � ln(P(n)) − ln(P(n))

ln �
. (3)

The arguments underlying this proposition are quite simple. To support the longest pos-
sible delay, the principal must receive herhighestpossible payoff at the end of the delay,
while she must receive theworstpossible payoff if she deviates. Hence, ifT is the size of
the delay, we must have�tP(n)�P(n), which yields (3).

8 The reader may be uncomfortable that agentm is just indifferent to the deviation, while the others may strictly
prefer the deviation. In that case,P as described in (2) may be thought out as thesupremumequilibrium payoff,
where the open-set nature of the weaker agent-coordination criterion prevents the supremum from being attained.
Either interpretation is fine with us.

9 Cai [5] studies delays arising in a model with one principal and many agents but in a very different setting.
The complementarities arise within the contract, not in the reservation utility. In Cai’s model, the principal needs
to signall agents in order to get any revenue; this externality matters because the agents have some bargaining
power. When the principal makes take-or-leave it offers in a perfect-information context, only externalities in the
reservation utility matter.
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Delays arise in other models with multilateral externalities, though in very different
settings. In Gale[6], the payoff from an irreversible investment depends on the number of
investors. Hence, agents would like to coordinate the date of their investment, and there are
multiple equilibria, some with delays. Jehiel and Moldovanu [13,14] show how delays can
arise when an indivisible object is to be sold to one of several potential buyers, the seller is
randomly matched with one buyer per period, and the identity of the final buyer affects the
payoffs of her rivals.
Notice that less discounting is amenable to the creation of greater delay. This makes

sense: the principal must be induced to accept the delay, instead of bailing out—say, with
the use of the standard offer. Indeed, if� is small enough no delay is possible, becauseP
andP come arbitrarily close to each other, and in addition the principal is in a hurry to close
deals as soon as possible.10 On the other hand, as� approaches unity, it is easy to see from
(3) that arbitrarily long delays can be sustained.
Proposition 3 can easily be used to construct an example in which agent average payoffs

exceed those under the standard-offer equilibrium. This happens precisely when there is
delay.

Example 2. Suppose that�(r) = Y − r for someY > 0. We will show that if�(rn) =
Y −rn < 0, then the best average payoff to an agent exceeds the average under the standard-
offer equilibrium, which is(

∑
ri)/n.

Along the lines suggested by Proposition3, construct an equilibrium in which nothing
happens for the firstT periods, after which the principal initiates the low-offer equilibrium.
Any deviations by the principal during this initial “quiet phase” is punished by reversion to
the standard-offer equilibrium, so that the largest possible suchT is the largest integer that
satisfies

�T � P

P
= Y − (

∑
ri)/n

Y − (
∑

r̂i )/n
.

For the purposes of this example, we shall choose� so that equality holds in the inequality
above (i.e., so that integer problems in the choice ofT can be neglected)

�T = P

P
= Y − (

∑
ri)/n

Y − (
∑

r̂i )/n
. (4)

Such an equilibrium would yield an average agent payoff of

aT = (1− �T )rn + �T
(∑

r̂i

)/
n.

Recalling that̂ri = (1− �)ri + �r1, it is possible to show thataT >
∑

i ri/n if (and only
if)

1− �T

�T +1 >
(
∑

i ri)/n − r1

rn − (
∑

i ri)/n
. (5)

10A sufficient condition for there to be no delay in equilibrium is�
2

1−� �
∑n

i=1 �(ri )∑n
i=1[�(r1)−�(ri )] .
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On the other hand, (4) and the fact that(
∑

ri)/n − (
∑

r̂i )/n = �[(∑ ri)/n − r1] together
imply that

1− �T

�T +1 = (
∑

ri)/n − r1

Y − (
∑

ri)/n
,

Combining this equality with (5), the required condition becomes

rn −
(∑

ri

)/
n > Y −

(∑
ri

)/
n,

which is clearly the case whenY < rn.
So the question of average agent payoffs cannot be resolved by simply studying the

standard-offer equilibrium. Equilibria with delay may yield higher agent payoffs, and what
is more, we’ve seen that as all agents approach infinite patience, equilibrium delay can grow
without bound. Does this mean that (normalized) agent payoffs approachrn?
Clearly, the answer to the question raised in the previous paragraph must turn on how

quickly the delay approaches infinity as the discount factor tends to one. This is because an
increase in the discount factor forces agent payoffs to depend more sensitively on the far
future (when the agents will finally be contracted by the principal).At the same time, this far
future is growing ever more distant, by Proposition3. In addition, there are other concerns.
Proposition 3 only discussed the initial delay, but there may be equilibria involving various
setsof delays, interspersed with accepted offers. Proposition 4 tells us, however, that all
these effects can be brought together.

Proposition 4. There exists� > 0 such that the supremum of average agent payoffs over
all equilibria and all discount factors cannot exceedrn − �.

This proposition establishes conclusively that, despite the fact that delays can become
arbitrarily large, normalized average payoffs for the agent stay below and bounded away
from the “fully free” payoff, which isrn. The principal’s overtures can be resisted to some
extent, but not fully.
The proof of Proposition4 employs a recursive argument. Along any equilibrium, when-

ever there aremfree agents left at any stage, Proposition 3 provides a bound on themaximal
delay permissible at that stage. Moreover, when some agents are contracted after the delay,
there are bounds on what they can receive from the principal. The proof proceeds by taking
a simple average of all these (delayed) payoffs, and then completes the argument by noting
that while the delayTmay be going to infinity as� goes to one, Proposition 3 pins down
thecombinedterm�T . This permits us to conclude that the present value of the bounds are
uniform in the discount factor.11

We end this section with some comments on the robustness of our results.
As before, these results generalize to the use of nonlinear profit functions that are increas-

ing in the number of bondedagents. The principal’sworst and best equilibriumpayoff would

11This final step appears to rely on the fact that the agents and the principal have the same discount factor. It
remains to be seen how this result would look for the case of different discount factors.
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still be his payoff from the standard offer and from the low offer respectively (though these
payoffs would naturally be different), and therefore the main results would be unaffected.
One may also speculate if our results are robust to contracts that last only for a finite

duration. [This would happen, for instance, if the principal cannot make offers that are
binding beyond the current period.] To be sure, new equilibria might then appear, but the
bounds that we have identified remain unchanged. The reasoning is straightforward, so we
only provide a brief outline. The first step is to note that the standard offer is immune to
agents leaving a contract, even if they can do so (once again, an argument based on iterated
deletion of dominated strategies will apply). It follows that the standard-offer equilibrium
continues to remainanequilibrium.Given this, ourmainsourceof agentpunishment remains
unaffected: it is possible to deter a group of agents who would leave the principal by a
standard-offer equilibrium with the lowest offer going to the group member who had the
highest offer to start with. In particular, the low-offer equilibrium is unaffected by the
consideration of contracts with finite lifetimes. So is the fact that this is the best equilibrium
available to the principal. The main propositions now go through just as before.

6. Conclusion

A principal interacts with several agents by offering them contracts. We assume that all
contracts are bilateral, and that the principal’s payoff from a package of contracts is the sum
of payoffs from the individual contracts. Our specification of a contract is reduced-form: it
stipulates a net payoff pair to the principal and agent. The crucial assumption of this paper is
that the outside-option payoffs of the agents depend positively on how many uncontracted
or “free” agents there are. Indeed, such positive externalities imply that the agents are better
off not having the principal around in the first place.
To be sure, the principal can still make substantial profits by relying on coordination

failure among the agents. However, we explicitly rule out problems of coordination. This
paper shows, nevertheless, that in a dynamic framework, agentsmust “eventually” succumb
to the contracts offered by the principal—and often at inferior terms.
This result is obtained in two versions of the model. In the first model, the principal

cannot return to an agent who has earlier refused him, while in the second, the principal
can return to an agent as often as he wishes. In both models, time plays an explicit role in
the description of the equilibria of interest. If the principal can commit, there is a unique
perfect equilibrium, inwhich contract provision is divided into two phases. In the first phase,
simultaneousand relatively attractive offers are made to a number of agents, though the
offers must generally vary among the recipients. In the second, “exploitative” phase, offers
are made (and accepted)sequentially, and their values are “discontinuously” lower than
those of the first phase. In fact, the payoffs received by agents in this phase are close to the
very lowest of all the outside options. So, in this model, a community of agents is invaded
in two phases: some agents are bought, the rest are “exploited”, in the sense that at the time
of their contract, their outside option is strictly higher than what they receive.
In the second version of the model, there is a multiplicity of equilibria. In some of these

outcomes every agent succumbs to the principal immediately, though with different payoff
consequences depending on the equilibrium in question. But there are other equilibria in
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which the agents have the power to force delay. Nevertheless, we show that they cannot hold
the principal off forever; in every perfect equilibrium, agentsmustsuccumb in finite time.
Indeed, even if the delay becomes unboundedly large as the discount factor approaches one,
our final result shows that the payoff of the agents must stay belowand bounded away from
the fully free reservation payoff.
These results have implications for the way we think about markets and equilibrium in

the context of externalities. They also allow us to define a notion of “exploitation” which
may be useful, at least in certain development contexts. Development economists have long
noted that while informal contractual arrangements may be extremely unequal, it is hard
to think of them as being exploitative as long as outside opportunities are respected. In
this paper, outside opportunitiesare respected but they are endogenous, and are affected
by the principal’s past dealings. It is in this sense—in the deliberate altering of outside
options—that the principal’s actions may be viewed as “exploitative”.12

7. Proofs

7.1. The single-offer model

In this section, we look at the case in which offers to a particular agent cannot be made
more than once.

Proof of Proposition 6. First we choosê�. Pick any� ∈ (0,mini{ri+1− ri}). Now choose
�̂ ∈ (0,1) such that for all� ∈ (�̂,1),

(1− �n)rn + �nri �ri + � (6)

and

(�n−k + · · · + �n)�(ri + �) >

i+k∑
j=i

�(rj ) for anyk ∈ {1, . . . , n − 1} (7)

for all i = 1, . . . , n − 1. Becauseri+1 > ri and�(r) is strictly decreasing, it is always
possible to choosê� such that both these requirements are met.
Throughout this proof, we assume�� �̂.
By aminigamewewill refer to a collection(m, z), where 1�m�n, andz= (z1, . . . , zm)

is a vector of reservation payoffs for themagents arranged in increasing order. Throughout,
a minigame will have no more thannagents, andzwill always be drawn from a “connected
string” of theri ’s in the original game. To illustrate,(z1, . . . , zm) could be(r1, . . . , rm), or
(r3, . . . , rm+2).
Imagine that one agent accepts an offer at this minigame. This induces a fresh minigame

(m − 1, z), where it is understood thatz now refers to the vector(z1, . . . , zm−1). We then
say that(m, z) positively induces(m − 1, z).

12The work of Basu in[3] is related to this view, though the channels he studies are different.
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Now imagine that a single agent refuses an offer (and only one offer is made) at(m, z).
This induces a fresh minigame(m − 1, z′) = (m − 1,�(z)), where it is understood that
z′ = �(z) now refers to the vector(z2, . . . , zm). We then say that(m, z) negatively induces
(m − 1,�(z)).
The proof proceeds by induction on the number of agents in anyminigame.We shall sup-

pose that the properties listed below hold for all stages of the form(m, z), where 2�m�M

andz is some arbitrary vector of reservation payoffs (but a substring ofr as discussed). We
shall then establish these properties for all stages of the form(M + 1, z).

Induction hypothesis. [A] For all stages(m, z)with 1�m�M, there is a unique equilib-
rium. Either no acceptable offers are made, or all agents accept offers in the equilibrium,
and the principal makes non-negative profits.
Before proceeding further, some definitions. LetP(m, z) denote the principal’s profit at

any such minigame(m, z). Form�2 but no bigger thanM +1, say that a minigame(m, z)
is pivotal if it negatively induces the minigame(m − 1, z′), and the principal makes no
acceptable offers in that minigame. Otherwise(m, z) is not pivotal. (Note that a definition
of pivotality is included for stages of the form(M + 1, z).)
We now continue with the description of the induction hypothesis.
[B] If for 2 �m�M, (m, z) is a pivotal minigame, then look at theminimal k�m

such that(k, z) is pivotal.13 Theneither the principal makes no acceptable offers at that
minigame,or—if the principal’s payoff under the description that follows is non-negative—
the principal makes simultaneous offers tom − k + 1 agents, and begins the play of the
minigame(k − 1, z) at the same time. The simultaneous offers to them − k + 1 agents—
call them agentsk, . . . , m—satisfy the property that agentj (in this group) receives the
offer zj .
[C] If for 2�m�M, (m, z) is not a pivotal minigame, the principal makes a single offer

to each agent, one period at a time, which are all accepted. Each agent’s payoff lies in the
range[z1, z1 + �], where� was chosen at the start of this proof (see (6) and (7)).

The following lemmas will be needed.

Lemma 1. Suppose that2�m�M, and that[A] of the induction hypothesis holds.(1) If
the principal makes no acceptable offers during the minigame(m, z), then at its negatively
induced minigame(m − 1,�(z)), the principal makes no acceptable offers as well.(2) If
the principal makes equilibrium offers at theminigame(m, z), then at its positively induced
minigame(m − 1, z), he does so as well.

Proof. (1) Suppose not, so that the principal makes acceptable equilibrium offers at the
minigame(m,�(z)). Consider the strategy followed by the principal at this minigame, and
follow exactly this strategy for the minigame(m, z), ignoring one of the agents completely.
It must be the case that allm − 1 agents behave exactly as they did in the minigame
(m−1,�(z)). By [A] and our convention that offers aremadewhenprofits are non-negative,
all agents are thereby contracted. Finally, offer the ignored agentz1; he will accept. The

13Recall thatz is now to be interpreted as the old vector of reservation payoffs up to the firstk terms.
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principal’s total return from this feasible strategy is thereforeP(m − 1, z′) + �T �(z1) > 0,
whereT is the time it takes to contract them − 1 agents. [This is becauseP(m − 1, z′)�0
and so�(z1) > 0.] ButP(m, z)�P(m−1, z′)+�T �(z1), which implies thatP(m, z) > 0,
a contradiction.
(2) Consider the strategy followed by the principal at(m, z), and follow exactly this

strategy for the minigame(m − 1, z), simply deleting the highest offer made. It is optimal
for them − 1 agents to stick to exactly the same strategy that they used before. Therefore
this strategy yields the principal a possible payoff ofP(m, z) − �T �(z∗), wherez∗ was the
highest offer made andT the date at which it was made. We can see that

P(m − 1, z)�P(m, z) − �T �(z∗). (8)

Now the right-hand side of (8) is clearly non-negative if�(z∗)�0. But it is also non-
negative when�(z∗)�0, because the amount�T �(z∗) is already included inP(m, z), and
the remainder, consisting of lower offers to the agents, must yield non-negative payoff to
the principal. �

Lemma 2. Assume[A], and let2�m�M. Then if(m + 1, z) is not pivotal, its positively
induced minigame(m, z) cannot be pivotal either.

Proof. If (m+1, z) is not pivotal, thismeans that its negatively inducedminigame(m,�(z))
has the principal making equilibrium offers. By (2) of Lemma1, the positively induced
minigame from(m,�(z)), which is(m − 1,�(z)), has the principal making equilibrium
offers as well. But(m − 1,�(z)) is also the negatively induced minigame of(m, z). This
means that(m, z) cannot be pivotal. �

Proof of the induction step. Our goal is to establish [A]–[C] for minigames of the form
(M + 1, z). Suppose, first, that(M + 1, z) is a pivotal minigame. We claim that if any
acceptable offers are made at all, then at leastoneagent must be offeredzM+1 or more. To
see this, lets agents be made offers at the first date. If no agent is offeredzM+1 or more,
their equilibrium strategy is to reject. For this will induce theminigame(M +1− s,�s(z)),
where�s is just thes-fold composition of�. Remember that(M +1, z) is pivotal, so that in
(M,�(z)) no acceptable offers can bemade. By applying Lemma 1, part (1), repeatedly, we
must conclude that no acceptable offers can be made at the minigame(M + 1− s,�s(z)).
Because two or more offers cannot be made, this means that all agents enjoyzM+1, their
highest possible payoff. But now we have shown that no acceptable offers are made at all,
which is a contradiction.
So the claim is true: if any acceptable offers are made, then at leastoneagent must be

offeredzM+1 ormore. It is obvious that anoffer ofexactlyzM+1 needbemade inequilibrium.
Suppose this offer is indeed made. Notice that there is positive profit to be made from the
remainingM agents.14 By discounting, the minigame(M, z) must be started as soon as
possible (now!).

14 If �(zM+1)�0 this is certainly true. But if�(zM+1) < 0 this is also true, because no remaining agent will
be offered more thanzM , which is strictly less thanzM+1.
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Now look at this minigame(M, z), to which the induction hypothesis applies. If it is not
pivotal, then by Lemma2, no positively induced minigame of it can be pivotal as well. In
this case the minimal pivotalk such that(k, z) is pivotal is exactlyM + 1, and [A] and [B]
have been established.15

If, on the other hand, the minigame(M, z) is pivotal, then, too, [A] and [B] have been
established, becausewe have shown that the principalmust immediately start thisminigame
along with the offer ofzM+1 to the first agent.
Now, we establish [A] and [C] in the case where(M + 1, z) is not a pivotal minigame.

First suppose that the principal makes a single offer, which is refused. By non-pivotality,
all agents will be contracted in the negatively induced minigame(M,�(z)). The payoff to
the single agent who refused, therefore,cannotexceed

(1− �n)zn + �nz1�(1− �n)rn + �nz1,

wheren, it will be recalled, is the grand total of all agents. Using (6) and remembering
that z1 = ri for somei, we must conclude that our single agent must acceptsomeoffer
not exceedingz1 + �. So the principal, if he so wishes, can generate a payoff of at least
�(z1 + �) + �P(M, z). But by Lemma 2, if(M + 1, z) is not pivotal, its positively induced
minigame(M, z) cannot be pivotal either. By the induction hypothesis applied to this
minigame (see part [C]), we may conclude that the principal makes a single accepted offer
to each agent, one period at a time, and that each agent’s offer lies in the range[z1, z1 + �].
So the principal’s payoff at the minigame(M + 1, z) is bounded below by

�(z1 + �)(1+ � + · · · + �M+1). (9)

What are the principal’s other alternatives? He could attempt, now, to make an offer to
some set of agents instead, say of sizes > 1. If s′ �s of these agents refuse the offers,
they would be assured of a long-term payoff of at leastz′

s . Using the agent coordination
criterion, it follows that to get thesesagents to accept, the principal would therefore have
to offer at least the vector(z1, . . . , zs). The minigame that remains is just(M + 1− s, z),
which continues to be non-pivotal by Lemma2. By applying the induction hypothesis, the
additional payoff to the principal here is

�(z1 + �)(1+ � + · · · + �M+1−s).

so thetotal payoff under this alternative is bounded above by

s∑
j=1

�(zj ) + �(z1 + �)(1+ � + · · · + �M+1−s). (10)

Compare (9) and (10). The former is larger if

�(z1 + �)(�M+2−s + · · · + �M+1) >

s∑
j=1

�(zj ).

15Note: The uniqueness makes use of our convention that indifference in all cases results in positive action,
whether in the making or in the acceptance of offers.
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Recalling thatz is always drawn as a “substring” ofr , and invoking (7) (by settingk = s−1
and noting thatn�M + 1), we see that this inequality must be true. So the alternative is
worse.
Finally, there is an obvious loss to the principal inmaking offers to agents and deliberately

have them refuse. So all options are exhausted, and [A] and [C] of the induction step are
established.
Starting point: All that is left to do is to establish the validity of the induction step when

m = 2, and for any vector(z1, z2) (substrings ofr , of course). Using (6) and (7) once again,
this is a matter of simple computation.
The last step needed to complete the proof of the proposition consists in proving that

m(�) is non-decreasing in�. This is equivalent to proving the following lemma.

Lemma 3. For any minigame(m, z), if (m, z) is non-pivotal under� then it is non-pivotal
under�′ > �.

Proof. Let us use an inductive argument. It is straightforward to check that if(2, z) is
non-pivotal under�, then it is non-pivotal under any�′ > �.
Assuming the lemma is true for all stages of the form(m, z) for 2�m�M and allz, we

need to prove that this property holds for all stages(M+1, z). Supposenot, so that(M+1, z)
is non-pivotal under� but pivotal under�′ > �. That isP�(M,�(z))�0 P�′(M,�(z)) <

0, where the subscript indicates the dependence on the discount rate. Denote ask∗(�)

theminimal k�M such that(k,�(z)) is pivotal given�. Since Lemma3 is true for all
2�m�M andz, it must be thatk∗(�) < k∗(�′). Using this and using the first part of
the proposition to compute the principal profit it is clear thatP�′(M,�(z))�P�(M,�(z)),
which is a contradiction.16 �

Now the proof of the proposition is complete.�

7.2. The model with multiple offers

We now turn to the case in which the principal can repeatedly approach agents.

Proof of Proposition 2. It is obvious that in no equilibrium can the principal’s payoff fall
below the bound described in (1). For suppose, on the contrary, that this were indeed the
case at some equilibrium; then the principal could make an offercwith each componentci

exceeding the corresponding componentri of the standard offer by a�i > 0. Clearly agent
n cannot resist such an offer (for in no equilibrium can she get strictly more thanrn). But
then nor can agentn − 1 resist her component of the offer, and by an iterative argument all
agents must accept the offerc. If the �i ’s are small enough, this leads to a contradiction.
So it must be that the principal can guarantee at least

∑n
i=1 �(ri) in any equilibrium. It

remains to show that there are equilibria in which the payoff of
∑n

i=1 �(ri) is attained.

16Note that the first part of the proposition applies since, if� satisfies (6) and (7) under� then it satisfies them
under�′ too.
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Notice that an agent must reject any offer of strictly less thanr1. We can, without loss of
generality, treat a no-offer as equivalent to an offer of less thanr1. In what follows, this will
ease notation: we can think, when convenient, of the principal as always making an offer
to every free agent in every subgame.
Our proof proceeds by describing three kinds of phases.

Normal phase: If there arem free agents, the principal makes them the standard offer.
All agents must accept.
The following deviations from the normal phase are possible:

[A] Some agents reject. In that case, “reverse-name” the rejectors so that the rejector with
the highest label is now agent 1, the rejecting agent with the next-highest label is now
2, and so on. Restart with normal phase with these free agents.

[B] The principal deviates with a different offerc, where we arrange the components so
thatc1�c2� · · · �cn. Rename the agents so that componenti is given to agenti, and
proceed to theevaluation phase; see below.

c-Evaluation phase: Given an offer ofcmade tonagents, this phase proceeds as follows.
DefineK to be the largest integerk ∈ {1, . . . , n}, such thatci < (1− �)rk + �ri for all
1� i�k, and if this condition cannot be satisfied for anyk�1, setK = 0. All the agents
between 1 andK mustreject their offers. If, in addition,

n∑
i=K+1

�(ci)�
n∑

i=K+1

�(ri), (11)

the agents with indices larger thanK must accept the offer. Proceed to the normal phase
with theK agents, if any. If, on the other hand,

n∑
i=K+1

�(ci) >

n∑
i=K+1

�(ri), (12)

then defineL as the smallest integer� ∈ {1, . . . , n − 1} such thatci > ri for all i > �, and
if this condition cannot be satisfied for any��1, setL = n. 17 All agents 1 toLmust reject
the offer while agents with indices larger thanLmust accept the offer. Let̃c ≡ {c1, . . . , cL}.
Now proceed to thẽc-punishment phase; see below.
The following deviations from the evaluation phase are possible:

[A] Some agents accept when asked to reject; and/or some reject when asked to accept.
If there arem�1 rejectors following these deviations, rename agents from 1 tom
respecting the original order of their names; go to the normal phase.

c̃-Punishment phase: Recall that an offer of̃c ∈ RL is on the table and that agents are
named as in the evaluation phase. DefineT �0 to be the largest integer such that

�T +1

[
K∑

i=1

�(ri) +
L∑

i=K+1

�(ci)

]
�

L∑
i=1

�(ri), (13)

17Note thatL > K for otherwise (12) is contradicted.



24 G. Genicot, D. Ray / Journal of Economic Theory( ) –

ARTICLE IN PRESS

while at the same time,

�T

[
K∑

i=1

�(ri) +
L∑

i=K+1

�(ci)

]
�

L∑
i=1

�(ri). (14)

The principal must now wait forT periods, making no offer at all (or offer of strictly less
thanr1). Following theT periods he makes the offer(r1, . . . , rK, cK+1, . . . , cL), which is
to be unanimously accepted.
The following deviations from thẽc-punishment phase are possible:

[A] If any agents reject the final offer, “reverse-name” the rejectors so that the rejector with
the highest label is now agent 1, the rejecting agent with the next-highest label is now
2, and so on. Proceed to the normal phase with these rejecting agents as the free agents.

[B] If the principal deviates in any way, bymaking an offer ofc′ ∈ RL, start ac′-evaluation
phase.

We now prove that this description constitutes an equilibrium which is, moreover, immune
to coordinated deviations by the agents.
Begin with deviations in the normal phase. Suppose that a group ofs�1 agents reject

their components of the standard offer; letj be the agent with the highest rank in that group.
Given the prescription of play, hewill be offered (andwill accept)r1 next period. His overall
return is, therefore,

(1− �)rs + �r1,

where is the number of rejectors. Becauses�j , we see thatrs �rs . Of course,r1�rs .
Consequently, the agent’s payoff is no higher thanrs , which is what he is offered to start
with. Therefore no agent deviation, coordinated or otherwise, can improve the well-being
of every deviating agent.
Now suppose that the principal deviates with offerc. The prescription then takes us to

the evaluation phase. If (11) applies, then agents with indices larger thanK accept, and
the remaining agents accept in the normal phase one period after that. Consequently, the
principal’s payoff is given by

n∑
i=K+1

�(ci) + �
K∑

i=1

�(ri)�
n∑

i=K+1

�(ci) +
K∑

i=1

�(ri)�
n∑

i=1

�(ri),

where the first inequality follows from (A.1) and the fact that� is decreasing (so that∑K
i=1 �(ri)�0), and the second inequality is a direct consequence of (11). So this deviation

is not profitable.
If (12) applies in the evaluation phase, then only agents with indices larger thanL,

if any, accept. The remaining agents must reject and we proceed thereafter with these
agents to a further wait ofT periods (whereT is defined by (13) and (14)), followed by an
offer of (r1, . . . , rK, cK+1, . . . , cL), which they accept. Therefore, the principal’s payoff is
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given by

�T +1

[
K∑

i=1

�(ri) +
L∑

i=K+1

�(ci)

]
+

n∑
i=L+1

�(ci)�
N∑

i=1

�(ri),

by (13) and the definition ofL. Once again, the deviation is not profitable. This completes
our verification in the normal phase.
Turn now to the evaluation phase. Suppose, first, that some agent accepts an offer when

he has been asked to reject. Leti andj be the deviating agent with thelowestandlargest
index respectively. First, consider the case in whichi�K. His return from the deviation is
ci . In contrast, if all deviators were to stick to the prescribed path, agenti would receiveat
least

(1− �)rK + �ri

(it would be even more if (12) were to hold). By the definition ofK, ci < (1− �)rK + �ri .
It follows that there is alwayssomeagent in the set ofK agents who would not be better off
by participating in any deviation, coordinated or unilateral.
Next, consider the case in which (12) holds and an agenti with K < i�L accepts the

offer. Along the prescribed play, agentj’s payoff is

(1− �T +1)rL + �T cj .

which is at least as much ascj , his return from the deviation. Indeed, otherwise, ifrL < cj ,
thenrL < cL which contradicts the definition ofL.
Now, assume that a setSof m agents reject offers when they were supposed to accept

them. Pick the deviating agent with thelargest index, sayj. Note that, ifj > L, this is
clearly not a profitable deviation sincecj > rj . So we needonly consider deviations with
j �L, and therefore situations in which (11) applies. Let us index the agents who rejects
the offer from 1 tom respecting the original order of their names, and let�(i) ∈ {1, . . . , m}
be the new index for an agent with original indexi. By deviating, agenti ∈ S receives
(1− �)rm + �r�(i). Note that for at least onei ∈ S, it must be that

(1− �)rm + �r�(i) �ci

otherwise this would contradict the fact thati > K. It follows that there is alwayssome
agent in the set ofSagents who would not be better off by participating in this deviation.
Finally, consider ac-punishment phase. Suppose that a group of agents rejects the final

offer. Letk be the highest index in that group. Recalling the subsequent prescription, this
individual receives, by rejecting,nomore than(1−�)rk +�r1 (andmay receive less if some
agent belowk does accept). Ifk�K, this agent receivesrk in the event of no deviation,
which cannot be lower. Ifk > K, he is supposed to receiveck in the event that no one
deviates. We claim that

ck �(1− �)rk + �r1.

Suppose not, thenck < (1− �)rk + �r1�(1− �)rk + �ri for all i�k. This contradicts the
fact thatk > K, so the claim is proved.We have therefore shown that there is always some
participating agent who is not made better off by a deviation, coordinated or not.
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Nowsuppose theprincipal deviatesat anystageof thepunishment phasewithMperiodsof
waiting left, where 0�M �T . Suppose she offersc′. Now the evaluation phase is invoked.
Denote byK ′ the corresponding construction ofK for c′. If (11) holds (forc′), then the
principal’s return is

L∑
i=K ′+1

�(c′
i ) + �

K ′∑
i=1

�(ri) �
L∑

i=K ′+1

�(c′
i ) +

K ′∑
i=1

�(ri)

�
L∑

i=1

�(ri)

� �T

[
K∑

i=1

�(ri) +
L∑

i=K+1

�(ci)

]

� �M

[
K∑

i=1

�(ri)+
L∑

i=K+1

�(ci)

]
, (15)

where the first inequality follows from (A.1), as before, the second from (11), the third from
(14), and the last from the fact thatM �T . 18 Because the final expression is the payoff
from not deviating, we see there is no profitable deviation in this case.
Alternatively, (12) holds forc′. Denote byL′ the corresponding construction ofL for c′.

Then agentsL′ + 1 toL accept the offer while all other offers must be rejected. LetT ′ be
the furtherwait time as a new punishment phase starts up. Applying the prescription, the
principal’s payoff is

L∑
i=L′+1

�(c′
i ) + �T ′+1

 K ′∑
i=1

�(ri) +
L′∑

i=K ′+1

�(c′
i )

 �
L∑

i=1

�(ri)

� �T

[
K∑

i=1

�(ri) +
L∑

i=K+1

�(ci)

]

� �M

[
K∑

i=1

�(ri)+
L∑

i=K+1

�(ci)

]
,

where the first inequality follows from (13) applied toT ′ and the definition ofL′, and the
remaining inequalities follow exactly the same way as in (15). Here, too, no deviation is
profitable.
Thus far we have established the first part of the proposition; see (1). Nowwe turn to (2).
First,weshow that anequilibriumexists inwhich theprincipal’s payoff isP= ∑n

i=1 �(r̂i ).
It suffices to show that an equilibrium exists in which the low offer is made and accepted.
It is supported by two phases, the low-offer phase and the standard-offer phase, and the

18To perform this final step, we also need to reassure ourselves that the last expression is positive, but that is
automatically guaranteed by the presence of the third expression in (15), and (A.1).
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following prescriptions are in force:

(1) Begin with the low-offer phase. The low offer is made to all agents and should be
accepted. If the principal conforms but there are any rejections, proceed to the standard-
offer phase with a suitable renaming of agents (see below). If the principal makes a
different offer, move to the standard-offer phase with no renaming of the free agents.

(2) In the low-offer phase, ifmagents receive an offerc, where we arrange the components
so thatc1�c2� · · · �cm, then letj ∈ {0, . . . , m} be the lowest index such thatci > r̂i
for all i > j or 0 if no such index exists. All agents with indexi > j , if any, accept the
offer; all others reject. Move to the standard-offer phase with suitable renaming (see
below) if some agent who is meant to accept rejects the offer.

(3) In any subgame where the standard-offer phase is called for, and renaming is required,
identify the rejectors who were meant to accept their offers. “Reverse-name” the re-
jectors so that the rejector with the highest label is now agent 1, the rejecting agent
with the next-highest label is now 2, and so on. If there are any other free agents, give
them higher labels. If no renaming is required, ignore above instructions. Now play a
standard-offer equilibrium with all these agents.

To examine whether this constitutes an equilibrium, consider agent strategies first. It
suffices to consider only the low-offer phase.All agents have beenmade an offer. Ifkagents
jointly reject, the subsequent payoff to the agent with the highest offer isrk today (because
there are exactlyk free agents after the rejection), followed byr1 in the next period (by
virtue of item [3]). This means that such an agent would accept any offer that exceeds
r̂k = (1− �)rk + �r1. Hence, by iterated deletion of dominated strategies the agents would
all accept the offers(r̂1, . . . , r̂n).
As for the principal, consider again the low-offer phase. Offering more than(r̂1, . . . , r̂n)

in any component is not a profitable deviation. Making acceptable offers to less than the full
set of free agents just precipitates the standard offer equilibrium thereafter, which certainly
makes him worse off. Finally, making unacceptable offers to a set ofkagents again triggers
the standard-offer phase and a continuation profit ofP(k) which is the lowest possible
continuation profit onk agents. Clearly, the principal does not have incentive to deviate
from his prescribed actions.
Finally, to see that this is the highest payoff that the principal could ever receive, it suffices

to recall thatr1 is the worst possible continuation utility an agent can ever receive. Hence,
to sign on any agent whenn agents are free, the principal has to make at least one offer of
r̂n. Given this, whether in this period or later, the principal cannot offer anything less than
r̂n−1 in order to sign up another agent. By repeating the argument for all remaining agents,
and recalling that delays are costly, we see thatP(n) = ∑n

i=1 �(r̂i ). �

Proof of Proposition 3. To support the longest possible delay, the principal must receive
herhighestpossible payoff (P(n)) at the end of the delay, while she must receive theworst
possible payoff if she deviates. Hence, theT-equilibrium that exhibits the longest delay is
supported by the following strategies:

(1) The principal does not extend any offer for periods 0, . . . , T −1, whereT is the largest
integert such that�tP(n)�P(n).
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(2) If there are no deviations from the prescription in (1), the low-offer equilibrium is
implemented at dateT.

(3) If the principal deviates at any time during (1), a standard-offer equilibrium is imple-
mented immediately thereafter.

It is easy to see that specifications (1)–(3) constitute an equilibrium. The proposition now
follows from the definition ofT. �

Proof of Proposition 4. Proposition 3 tells us that if there arem free agents left in the
game, the longest delay that can be endured is given by the largest integerT (m) satisfying
the inequality

�T (m) �P(m)/P(m). (16)

Moreover, by an iterative argument, it is obvious that if a packagec of k offers are made
and accepted at the end of this period, wherek�m, then

ci �rm−k+i , (17)

where theci ’s have been arranged in non-decreasing order.
With these two observations in mind, consider any equilibrium, in which at dates�1, �2,

. . . , �S , accepted offers are made. Letnj be the number of such accepted offers at date�j ;
then, because no equilibrium permits infinite delay, we know that

∑S
j=1 nj = n. Define

m1 ≡ n and recursively,mj+1 ≡ mj − nj for j = 1, . . . , S − 1; this is then the number of
free agents left at the start of “stagej”.
Set�0 ≡ 0. Notice that for every stagej �1, that�j − �j−1�T (mj ), so that by repeated

use of (16), we may conclude that

��j −�j−1��T (mj ) �P(mj )/P(mj ) (18)

for all j �1. Expanding (18), we may conclude that for allj,

��j �
j∏

k=1

[P(mk)/P(mk)]. (19)

Now denote byaj theaverageequilibrium payoffs to agents who close a deal at stagej
(date�j ). Then, using (17), we must conclude that

aj �(1− ��j )rn + ��j
1

nj

nj∑
i=1

rmj −nj +i , (20)

so that theoverallaveragea—satisfies the inequality

a � 1

n

S∑
j=1

[
(1− ��j )rn + ��j

1

nj

nj∑
i=1

rmj −nj +i

]
nj

= rn − 1

n

S∑
j=1

��j

[
rn − 1

nj

nj∑
i=1

rmj −nj +i

]
nj
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� rn − 1

n

S∑
j=1

j∏
k=1

[P(mk)/P(mk)]
[
rn − 1

nj

nj∑
i=1

rmj −nj +i

]
nj , (21)

where the last inequality invokes (19).
Now all that remains to be seen is that the expression

1

n

S∑
j=1

j∏
k=1

[P(mk)/P(mk)]
[
rn − 1

nj

nj∑
i=1

rmj −nj +i

]
nj

is strictly positive everywhere and bounded away from zero uniformly in�. The result
follows. �
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